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Abstract

Whilethere havebeenseveralproposalsof high perfor-
manceglobal computingsystemsschedulingschemedor
the systemshave not beenwell investigated. Thereason
is difficultiesof evaluationby large-scalebhenchmarksvith
reproducibleresults. Our Bricks performanceevaluation
systemwould allow analysisand comparisonof various
schedulingscheme®n a typical high-performanceglobal
computingsetting. Bricks can simulatevariousbehaviors
of global computingsystemsespeciallythe behavior of
networksand resouce schedulingalgorithms. Moreover
Bricksis componentalizeguchthatnotonlyits constituents
could be replacedto simulatevarious different systemal-
gorithms, but also allows incorporation of existingglobal
computingcomponentsia its foreign interface. To test
the validity of the latter characteristics,we incorporated
the NWSsystemwhichmonitorsandforecastgylobal com-
puting systemdehavior Experimentsvere conductedoy
running NWSunder a real envionmentversusthe simu-
latedenvibnmengiventheobservegarameterofthereal
envionment.We observedhat Bricksbehavedn thesame
manneras the real envionment,and NWSalso behaved
similarly, making quite comparativeforecastsunder both
environments.

1. Intr oduction

High performanceglobal computingsystemsfueled by
the rapid progressof high-speechetworksand computing
resourcesre now regardedas the computingplatform of
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the future[9]. In orderto effectively employ computing
resourcesherein,mostproposedjlobalcomputingsystems
embodya resourceschedulingframeworkwhosecompo-
nentsmonitor the global computingenvironmentand pre-
dictavailability of theresourcesFor effectiveinvestigation
andobjectivecomparisorof schedulingalgorithmsandthe
implementationof the schedulingframeworks large-scale
benchmarkswith reproducibleresultsundervariousenvi-
ronmentgparameterizethy the following constituentover
time arerequired:

e networks— topology bandwidth, congestion,vari-
ance,and

e servers— architecture,performanceJoad and vari-
ance.

However reproducibility over a wide-areanetwork is
extremelycostly to achieve,if notimpossible. Thus, cur-
rently it is unrealisticto comparethe differentscheduling
algorithmsproposedby other researcherslet alone com-
parethe systemsthemselves. Costand scaleof possible
benchmarksrealsoextremelylimited. Theresultinglack
of impartialcomparativeapproacheg a greathindranceo
globalcomputingresearctanddeployment.

In orderto resolvethis situation,we arebuilding a per-
formanceevaluationsystemthatwould allow analysisand
comparisorof variousglobal computingsystemsainderre-
producible controlledenvironmentscalledBrickg1]. The
currentversionof Bricks mainly focuseson the evaluation
of different schedulingalgorithmsand schemesasedon
a canonicalmodel of high-performancelobal computing
systemwe proposedn [4, 5], simulatingthe behaviorsof



networksand resourceschedulingalgorithms. Moreover
asBricksis constructedn acomponentalizeéashion,such
thatnot only its constituentzould be replacedo simulate
variousdifferent systemalgorithms,but alsoallows incor-
porationof existing global computingcomponentsia its
foreigninterface.

To test the validity of the latter characteristics,
we incorporatedthe NWS (Network Weather Service)
system[12,13], which physically monitors and forecasts
the behavior of global computing systemsin an actual
environment. Experimentswere conductedby running
NWS underarealenvironmenversusthe Bricks simulated
environmengiven the observedharametersf the real en-
vironmentwithoutessentiathangeso theNWSitself, and
we observedhefollowing results:

e SimulatedBricks global computingenvironmentbe-
havedin thesamemannerastherealenvironment.

e Under both environments,NWS behavedsimilarly,
makingquite comparativdorecasts.

2. Overview of the Bricks System

Bricksis aperformancevaluatiorsystenfor scheduling
algorithms and frameworks of high performanceglobal
computingsystems.lt is written in Java,andembodieghe
following characteristics:

e Bricks consistsof the simulatedGlobal Computing
Environment and the Scheduling Unit (Figure 1),
allowing simulationof variousbehaviorof

— resourceschedulingalgorithms,
— programmingmodulesfor scheduling,

— networktopologyof clientsandserverdn global
computingsystemsand

— processingchemegor networksandservers.

The configurationand parametersf the Global Com-
puting Environmentcan be easily describedwith the
Bricks script. Userscanconstructandalterthe script
in acomposiblevay, usingthebuilding ‘bricks’ within
the script, to testandevaluatea variety of simulations
in areproduciblenannet.

e To systematicallyobtain information on global com-
puting resourcedor resourceschedulingalgorithms,
Bricks embodiesa framework and constituentcom-
ponentswhich monitorsand predictsthe resourcesn
the global computingenvironment. Bricks provides
severadefaultcomponent$or monitoring,predicting,

1As onemight expect thisis how the simulatorhadbeennamedso.
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Figure 1. The Bricks Architecture.

andschedulinghejobsin the simulatednetwork. Be-
causethe componentsare designedto be orthogonal
with carefully-definedcomponentAPls, they could
easily be replacedby other Java-writtencomponents;
for example,onecould describea new schedulingal-
gorithm in Javaaccordingto the Bricks Scheduling
Unit SPI(ServiceProviderinterface) andtestit under
a variety of situationsusing Bricks. Moreover the
componentsouldbeexternal,in particularrealglobal
computingschedulingcomponentsBricks cansupply
simulatedtime aswell asvariousmonitoredsimulated
information to the externalresource-relategystems,
andreceivethe resultsof schedulingdecisionsmade,
which is fed backinto the simulation. Althoughit is
still tooearlyto claimthatBricks couldeasilyintegrate
everypossibleglobalcomputingcomponentsye have
beensuccessfuin integratingthe NWS systemwhich
had beendevelopedearlier at UCSD, by defining a
JavaAPI for the NWS.

UnderneathBricksemploysaqueuingnetworkmodelin
whichserversandnetworksaremodeledasqueuingsystems
in the Global ComputingEnvironment. In Figure 2, the
networkfrom the clientto the server the networkfrom the
servettotheclient,andtheserverarerepresentetly queues,
Qns, Qnr andQ, respectively Servicerateson Q.,.s, @
and @ indicate the bandwidthof eachof the networks,
the processingpower of the server respectively(A and
A’ denotethe sameclient, but distinguishedor notational
convenience)Detailsof themodelcouldbefoundin [4, 5].

3. The Bricks Ar chitecture

We now give more detailed descriptionsof Bricks.
In Bricks, the Global Computing Environmentand the
SchedulingUnit coordinateto simulate the behavior of
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Figure 2. An example of the Global Computing
Environment Model.

global computing systems. Overall, Bricks operatesas
a discreteeventsimulator of a queuingsystemin virtual
time. An overviewof the stepsof the Bricks simulationis
illustratedin Figurel.

3.1. The Global Computing Environment Simula-
tion Part

The Global Computing Environment representsthe
global computingsimulationenvironment,and consistsof
thefollowing modules:

Client: representghe user machine,upon which global
computingtasksareinitiated by the userprogram.

Network: representsghe (wide-area)network intercon-
nectingthe ClientandServer andis parameterizethy
e.g., bandwidth, congestion,and their varianceover
time.

Server: denoteghe computationatesource®f the given
globalcomputingsystemandis parameterizetly e.g.,
performanceload,andtheir varianceovertime.

Both NetworkandServeraremodeledasqueuesywhose
processingschemescan be replaced. The model of a
taskinvokedby a client machine(Client), communication
modelsof Network and servermodelsof Serverare given
next.

3.1.1.TaskModel

It is importantfor the simulatorto manageand discover
thetime durationof communicatiorand computatiorfor a
giventask. In the currentBricks implementationa taskis
representedy:

e the amountof datatransmittedto/from a serverwith
thetaskasaninput/outputof the computatiorand

¢ thenumberof executednstructiongoperations)n the
task.

3.1.2.Communication Models

With Bricks, one canflexibly simulatevariouscommuni-
cationmodelsof the networkwith simplespecificationf
the Bricks script. Currently there are two major model
familiessupporteddyy Bricks: Thefirst family assumeshat
the congestiorof a networkis representetdy adjustingthe
amountof arrival datafrom extraneousraffic generatedby
othernodesin the system(Figure2)[4, 5]. Here,oneneeds
to specifyidealbandwidth theaveragef actualbandwidth,
the averagesize of extraneouglatafrom othernodes,and
their variance. Specifyingsmaller packetswill resultin
greateraccuracyat the expensef largersimulationcost.

In the secondiamily, thevariationof the Networkband-
width at eachtime-stepis determinedby the observed
parameter®f the real networkingenvironment. Although
one needsto accumulatethe measurementgrior to the
simulation,the Networkbehavessif it wererealnetwork.
Furthermore the costof simulationis much smallerthan
that of thefirst. Becausehe actualmeasurementaredis-
crete,we specifyaninterpolationmethod,including linear
or curvefitting methods.

The two families alreadyserveto generatea rich set
of modelsfor network behaviorof global computingsys-
tems, due to the various parameterghat can be specified
(suchasvariousprobablisticfunctionsof the arrival rate).
Furthermorewe areworkingto extendBricks to accommo-
datemorefamilies,for increasedccuracybetterexecution
speedpuserconvenienceetc.

3.1.3.Server Models

The current Bricks modelsthe computingserversin the
following way. A servemmachineprocessetasksin aFCFS
mannerandis modeledasa queueasis with the networks.
Its load can be specifiedand simulatednot only by the
arrivalrateof tasksfrom otheruserd(i.e., extraneousasks),
but also could be specifiedby the observedparameteref

therealenvironment.

3.2.SchedulingUnit

The other major portion of Bricks is the Scheduling
Unit that modelsa canonical schedulingframework for
global computingsystems.The constituenimodulesof the
SchedulingJnit representommonfeaturedoundin global
computingsystemsasfollows:



NetworkMonitor: measuresietwork bandwidthand la-
tencyin global computingenvironments. The mea-
suredvaluesarestoredinto the ResourceDBnodule.

ServerMonitor: measureperformanceload, and avail-
ability of servermachines. The measured/aluesare
alsostoredinto ResourceDB.

ResourceDB: servesas a scheduling-specifidatabase,
storing the values of various measurements. The
measuredaluesareaccessetly the Predictorandthe
Scheduleiin orderto makeforecastsand scheduling
decisions.

Predictor: readsthe measuredresourceinformation of
certaintime durationfrom the ResourceDBand pre-
dicts the availability of resources. The predicted
informationis typically usedfor schedulingof a new
globalcomputingtask.

Scheduler: allocatesa new taskinvoked by a client on
asuitableservermachine(s)makingschedulingdeci-
sionsbasedntheresourcénformationprovidedfrom
ResourceDEandPredictor

As is with the GlobalComputingEnvironmentthecom-
ponentsof the SchedulingUnit arewritten in Java,which
facilitatesAPIs called SPIs. The SPIsallow replacement
of thecomponentsvith alternative user-supplieagnodules.
For exampleit would be possibleto replacethe Sched-
ulerto accommodataewschedulingalgorithmsor replace
the Predictorto incorporateexternalpredictorssuchasthe
NWS.

4. Incorporating Existing Global Computing
Components

As mentionedabove, Bricks allows incorporation of
externalcomponentsncluding existing global computing
componentsallowing their validation and benchmarking
under simulatedand reproducibleenvironments. This is
mainlyachievedy replacinghemodulesf theScheduling
Unit, andexploitingtheforeignmoduleSPIsto passon and
receivevariousinformation on scheduling,suchas those
measuredy the monitors,etc.

4.1.0verview of the SchedulingUnit SPI

Eachcomponenf the SchedulingUnit is replaceable
by any Java-writtencomponenimplementingthe SPIsin
Figure3. Networkinforepresentinformationof Network
statussuch as bandwidth, latency etc. and Serverinfo
representsServerinformation suchasload average CPU
utilization, etc. Initialization routines for user defined

interface ResourceDB {

/I stores networkinfo
void putNetworkInfo(
NetworkInfo networkinfo
)

/I stores serverinfo
void putServerinfo(
Serverinfo serverinfo
)i

/I provides  Networkinfo between

/I sourceNode and destinationNode

NetworkInfo getNetworklInfo(

Node sourceNode,

Node destinationNode

)i

/I provides

Serverinfo
ServerNode

)

/I implements

/I finishes

void finish();

Serverlnfo of serverNode
getServerinfo(
serverNode

process when a simulation

}

interface NetworkPredictor {
/I returns Prediction of the Network
/I between sourceNode and destinationNode
NetworkInfo getNetworklInfo(
double currentTime,
Node sourceNode,
Node destinationNode,
NetworkInfo networkinfo
)i
}

interface ServerPredictor {
/I returns  Prediction of serverNode
Serverinfo getServerinfo(
double currentTime,
ServerNode serverNode,
Serverinfo serverinfo
)
}

interface Scheduler  {

/Il returns  serverNodes for the
ServerAggregate selectServers(
double currentTime,
ClientNode  clientNode,
RequestedData  data

request

);
}

Figure 3. Overview of the Scheduling Unit SPI.
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componentsare automaticallyinvoked by the Bricks via
JavareflectiveAPl.

The Interrelationshipbetweenthe Bricks SPI and the
NWS APl is shownin Figure4.

4.2.Incorporating the NWS system

Althoughwe arestill atanexperimentaktage asa first
stepwe havechoserto incorporatehe NWS systemwhich
monitorsand forecaststhe behaviorof global computing
systemsbasedon pastobservations.NWS wasdeveloped
atUCSDprior to Bricks, sotherewereno specialprovisions
to run NWS undera simulatedenvironment.

Although therehave beenseveralworks in integrating
NWS into existingglobal computingsystemsy the useof
its C-based\PI, suchasAppLeS[6],Legion[10],Globus[8],
andour Ninf system[11],all the systemsxecutedundera
real environment,and as such NWS requiredlittle or no
changedespitethat partsof its moduleshad beenwritten
with assumptionsboutits underlyingexecutionenviron-
ment. Thisis becaus¢hesystemsvereorthogonato NWS,
andassumeanidenticalor similar executiorenvironment.

For incorporationof NWS into Bricks, the situationis
somewhatdifferent. In this case, NWS must be made
to work in simulatedvirtual time, and that the observed
measurementwill befed from Bricks.

In orderto incorporateNWS, we developedthe NWS
JavaAPI[2], which largely offers the samefeatureasthe
C-basedNWS API. Most of the work in incorporation
hadbeendoneusingthe JavaAPI, removingsomeof the
underlying dependenciesvhen necessaryso that NWS
couldbe managedo work undervirtual time.

NWS consistf thefollowing modules:

PersistenState is storagdor measurementdt is similar

[
NWS
Persistent State

nws_extract (
String experiment;
Strj .

NWS Forecaster

nws_extract (

String experiment;
String sourceNode;
String destinationNode

NWS Java API

| NWSAdapter

)

Simulator

nws_insert (

String experiment;
String server;

double timeStamp;
double measurement;
) | nws_insert (

String experiment;
String sourceNode;
String destinationNode
double timeStamp;
double measurement;

Scheduling Unit ~=
NWSNetworkPredictor
—] NWSServerPredictor

e —
NWSResourceDB

Networktonior

Scheduler

)

[ Global Computing Environment J

Figure 5. Incorporating
Bricks.

the NWS modules into

to the Bricks ResourceDB.

NameServer managethecorrespondendeetweerihelP
addressndthedomainaddres$or eachindependently-
runningmodulesof NWS.

Sensor monitorsthe statesof networksand serverma-
chinesin global computingsystems. Sensorworks
in a similar mannerto the NetworkMonitor and the
ServerMonitorin Bricks.

Forecaster predictsavailability of the resources.Again,
thisis similarin behaviorto the Predictorin Bricks.

We substitutedthe default Bricks ResourceDBand the
Predictorwith the NWS PersistenStateandthe Forecaster
in Bricks, respectively The Monitors storetheir measure-
mentsinto the PersistenState andthe Schedulerllocates
a task using resourceavailability predictedby the Fore-
caster The NWSResourceDBthe NWSNetworkPredictor
and the NWSServerPredictoimplementthe SPIs; finally
the NWSAdapterwhich convertshedataformatsbetween
Bricks andthe NWS JavaAPI, mainly servesto interface
NWS andBricks.

Figure 4, 5 illustratesthe incorporationof the NWS
modulesinto Bricks. Measurementsnade by the Net-
workMonitor and the ServerMonitorare handedoff to
the NWSResourceDBwith requestfor storing the mea-
surements; The NWSResourceDBin turn convertsand
storesthe measurementmto the PersistentStatevia the
NWSAdapterandthe JavaAPI. The NWSNetworkPredic-
tor andthe NWSServerPredictaalsoretrievethe predicted
valuesfrom the Forecastevia the adapterandthe API in a
similar manner



| Parameter | Value |
theinterval of servermonitoring 10[sec]
theinterval of networkmonitoring | 60[sec]
probeddatasize 300[kbytes]

Table 1. The parameters of the Sensors.
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Figure 6. One day’s worth of bandwidth measured
between TITECH and ETL under the real environ-
ment in the figure above versus Bricks in the figure
below.

5. Bricks Experiments

We now describethe experimentsonductedy running
NWS under a real environmentversusthe Bricks sim-
ulatedGlobal ComputingEnvironment. The experiments
showthatNWSbehavedimilarly underbothenvironments,
servingasstrongsupportiveevidencethat Bricks canpro-
vide a simulationenvironmentfor global computingwith
reproducibleesults.

5.1.Experiment Procedure
Theoverallexperimenproceduras asfollows. Initially,

wesetuptheNWS modulesn arealwide-areanvironment
to measureeal-life parametersuchasnetworkbandwidth.

Then,we havethe NWS Forecastepredictthe parameters.

At the sametime, we drive Bricks under the observed
measurement@nd havethe Forecastemakea prediction
underthe simulatedenvironment.Finally we comparethe
resultof predictiondor therealenvironmentersusBricks.
First, we preparethe NWS Sensos on two different
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Figure 7. The comparison of bandwidth measured
under the real environment versus Bricks for two
hours.

nodeslocated at different sites, namely Tokyo Institute
of technology(TITECH) and ElectrotechnicalLaboratory
(ETL) in Tsukubasituatedabout80kmsaway TheSensos
measurethe network bandwidthand latency betweenthe
nodesandCPU availability on each. The NWS Forecaster
predictsthe availability of resourcedor eachtime-stepof
the measurements.Table 1 showsthe parameterf the
Senscs.

Next, we definea Bricks simulation underthe second
family of modelamentionecdearlier employingtheobserved
parameter®f the real environmentmeasuredy Sensos,
with cubic spline parameteinterpolation,chosenbecause
theinterpolatedvalueonly dependn the local past(three
time-steps).We incorporatethe NWS PersistenStateand
Forecastemto Bricks andsetthe parametergentically as
shownin Tablel.

5.2.Experimental Results

Figure6 showsoneday’s worth of bandwidthmeasured
betweenTITECH andETL underthe real environmenton
Feb. 1, 1999, versusthat simulatedwith Bricks. The
horizontalaxisindicategealelapsedime or virtual elapsed
timein theBrickssimulationin hourswhile theverticalaxis
indicatesghe bandwidthin kbytespersecond.Thesegraphs
showthebandwidthmeasuredinderBricksis quite similar
to thatfor therealenvironment.Figure7 magnifieghetime
axis to two hoursfor direct comparisorof the real versus
simulatedenvironments. Here, we can confirm that the
bandwidthmeasuredindertherealenvironmentaindBricks
coincide quite well. Although there havebeenproposals
of communicationmodelsfor TCP/IP transmissionsand
simulationsusingthemodel,suchmodelshavebeenimited
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Figure 8. One day’s worth of bandwidth predicted
by the NWS Forecaster under the real environment
in the graph above versus Bricks in the graph
below.

to describingthe behaviorof particularpacketsypes,such
asWWW, FTPor Telnet,duetotheircomplexity Brickscan
adoptsuchmodels,aswell asreal-worldmeasurements
casewhereanalyticalmodelingof networkcharacteristics
is difficult.

Figure8 showsoneday’s worth of bandwidthpredicted
by the NWS Forecasteunderthe real environmentversus
Bricks. Figure9 magnifiesthe graphand showsthe com-
parisonof the predictionfor two hours. Here, we again
confirm that both predictionsare very similar, servingas
supportingevidencehatthe NWS Forecastefunctionsand
behavesormally underthe Bricks simulation?.

6. RelatedWork

While therehavebeenabundantesearcton scheduling
algorithms,many of them have not beenimplementedor
well investigated.In fact therehavebeenvery little study
of applicationof resourceschedulingalgorithmsfor global
computing. The primary reasonis that, for realistic envi-
ronmentsconductingcontrolledexperimentdor objective
comparisonsagainstother proposedalgorithmsand their

2To be moreprecise we did experiencea small discrepancybetween
Bricks andtherealmeasurementsCurrently we areconjecturingthatthis
is dueto missingmeasuremenidueto lost packetdn therealenvironment
(i.e., for Bricks-drivensimulation, NetworkMonitoris alwayssuccessful
atmakingameasurementyhereasn therealenvironment measurement
might not be madedueto packetbeinglost in the network). Whenwe
compensatedor the droppedpackets,the measurementmatchedquite
well. We arestill conductingresearcho investigatethis phenomenon.
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Figure 9. The comparison of the behavior of the
NWS Forecaster under the real environment ver-
sus Bricks for two hours.

implementationss quite difficult. The approachwe have
takenin Bricks is to simulatea global computingenviron-
ment, and allow integrationof variousalgorithmsas well
as modulesfrom real global computingsystems. In this
regard,thereare a coupleof projectsthat are following a
similarapproach.

Osculant[3]from University of Florida is a bottom-up
task schedulerfor heterogeneousomputingenvironment.
Toevaluateheirschedulingalgorithmsthereis anOsculant
Simulatorwhich canalsorepresenvariousnetworktopolo-
giesandnodeconfigurations Comparedo Bricks, Osculant
Simulatorwasnot designedo be a performancesvaluation
environmenthatcanintegratevariouscomponents.

WARMSstonesbeing proposedby the Legion group at
University of Virginiais conceptuallysimilar to Bricks, al-
thoughit seemgo nothavebeenmplementedet. WARM-
stoness basedntheMESSIAHS[7]systemwhichconsists
of the systemdescriptionvectorto representhe capabili-
ties of a servermachine the taskdescriptionvectorwhich
denotegherequirementor thetask,andMIL (MESSIAHS
Interface Language)and Libraries to representdifferent
schedulingalgorithmsin an easyandflexible manner In-
steadwe chooseo providean object-orientedramework,
namely the SchedulingUnit SPI as Java interfacesfor
implementing various schedulingalgorithms, as well as
foreign components Although thereare severalambitious
technicalaspectsof WARMstones, it remainsto be seen
whetherWARMstones whenimplementedwill offer easy
extensibilityor allow integrationof modulesfrom existing
globalcomputingsystems.



7.Conclusionsand Future Work

We proposedthe Bricks performanceevaluationsys-
tem that allows objective and reproducibleevaluationof
high-performanceglobal computingsystemswith queuing
theory-basedsimulation, especiallythe behavior of net-
work andresourceschedulingalgorithms. The usersof the
Bricks systemcan specify networktopologies,serverma-
chinearchitecturessommunicatiormodelsandscheduling
framework componentausing the Bricks script, allowing
easyconstructionof a particularglobal computingsystem
configuration. Moreover Bricks is componentalizeguch
thatnot only its constituentgould be replacedo simulate
variousdifferent systemalgorithms,but alsoallowsincor-
porationof existing global computingcomponentwia its
foreigninterface. Experimentonductedvith NWS serve
as a supportiveevidencethat Bricks is effective in this
regard.

As a future work, we plan to extendBricks in several
ways. First,thecurrentrepresentationsf task,communica-
tion andservermrmodelsneedto becomemoresophisticated,
requiring extensionsto representwider class of global
computing systemconfigurations. Task modelshave to
be extendedo allow representationf parallelapplication
tasks,and servermodelsshould representvarious server
machinearchitecturessuchas SMPsandMPPs,aswell as
schedulingschemef realistic machine-specificesource
schedulerssuchas LSF (Load SharingFacility). More-
over, aggregateonstrainton resourceschedulingsuchas
co-schedulingequirementsshouldbe representableAs a
systemconfigurationlanguagewe planto substituteXML
with the Bricks script for wider usage. Finally, we plan
toinvestigatesuitableschedulingalgorithmsthemselve$or
global computingsystems,in particularour Ninf system,
using Bricks. We plan on running Bricks on a dedicated
paralleINT clusterof 33nodedo conductvariousparameter
studies.

Acknowledgments

We would like to thank Rich Wolski at UTK and Jim
Hayesat UCSDof the NWS teamfor their preciousadvice.
We alsothankthe contributionsof the Ninf projectmem-
bers,in particular SatoshiSekiguchiHiromitsu Takagiand
OsamuTatebeat ETL, MitsuhisaSatoat RWCR, Hirotaka
Ogawaat TITECH andHaruoHosoyaat OchanomizuJni-
versity This researchs beingconductedwith grantsfrom
the JST PRESTOprogramand the SoftwareEngineering
Foundation.

References

[1] Bricks.

(2]
(3]
(4]

(5]

(6]

(7]

(8]

(9]
[10]

[11]

[12]

[13]

http://ninf.is.titech.ac.jp/bricks/ .
API.

NWS Java
http://ninf.etl.go.jp/"nakada/nwsjava/
Osculant.

http://beta.ee.ufl.edu/Projects/Osculant/ .
K. Aida, A. TakefusaH. NakadaS. MatsuokaandU. Na-
gashima.Performanceevaluationmodelfor job scheduling
in a global computingsystem. In Proc. 7 t* |IEEE In-
ternational Symposiunon High PerformanceDistributed
Computing pages352—-353,1998.

K. Aida, A. TakefusaH. NakadaS.MatsuokaS.Sekiguchi,
and U. Nagashima. Performanceevaluation model for
schedulingin a global computing system. International
Journalof High-PerformanceComputing(submitted)

F. Berman,R. Wolski, S. Figueira,J. Schopf,andG. Shao.
Application-levelschedulingon distributedheterogeneous
networks. In Proc. the 1996 ACM/IEEE Supecomputing
Confeence 1996.

S.J.ChapinandE. H. Spafford. Supportfor implementing
schedulingalgorithmsusing messiahs ScientificProgram-
ming 3:325-340,1994.

|. FosterandC. Kesselman.Globus: A metacomputingn-
frastructureoolkit. InternationalJournalof Supecomputer
Applications 1997.

I. FosterandC. Kesselmaneditors. TheGrid: Blueprintfor
a NewComputingnfrastructue. MorganKaufmann,1998.
A. GrimshawW. A. Wulf, andtheLegionteam.Thelegion
vision of a worldwide virtual computer Comm. ACM,
40(1):39-45,1997.

M. Sato, H. Nakada,S. Sekiguchi,S. Matsuoka,U. Na-
gashimaandH. Takagi.Ninf: A networkbasednformation
library for a globalworld-wide computinginfrastractureIn
Proc.HPCN'97 (LNCS-1225)pages491-502,1997.

R. Wolski, N. Spring, and C. Peterson. Implementinga
performanceforecastingsystemfor metacomputing: The
network weatherservice. In Proc. the 1997 ACM/IEEE
SupecomputingConfeence 1997.

R. Wolski, N. T. Spring,andJ. Hayes.The networkweather
service: A distributed resourceperformanceforecasting
service for metacomputing. Technical Report TR-CS98-
599,UCSD,1998.



